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Editorial 

The governance of artificial intelligence: Harnessing opportunities and mitigating challenges☆ 

1. Introduction 

1.1. Definition of AI 

The OECD defines an AI (Artificial Intelligence) system as “a 
machine-based system that can influence the environment by producing 
an output (predictions, recommendations, or decisions) for a given set of 
objectives. It uses machine and/or human-based data and inputs to (i) 
perceive real and/or virtual environments; (ii) insert these perceptions 
into models through analysis in an automated manner (e.g., with ma
chine learning), or manually; and (iii) use model inference to formulate 
options for outcomes. AI systems are designed to operate with varying 
levels of autonomy” (OECD, 2019a). 

This definition relates AI to the type of technology that has created 
the recent excitement around technological progress: machine learning. 
Machine learning is a branch of computational statistics that focuses on 
designing algorithms to make predictions from new data without 
explicitly programming the solution. Since 2012, the use of machine 
learning as a prediction technology has grown substantially. Machine 
learning is now commonplace: Pandora learns how to make better music 
recommendations based on its users’ preferences; Google learns how to 
automatically translate content into different languages based on 
translated documents found online; and Facebook learns how to identify 
people in photos based on its database of known users. 

One set of machine-learning algorithms called “deep learning” has 
proven to be particularly useful and commercially viable for a variety of 
prediction tasks. Deep-learning algorithms are neural networks that 
solve problems from large, complex datasets with very little guidance 
from programmers. A neural network is a program that uses a combi
nation of weights and thresholds to translate a set of data inputs into 
predictions for outputs, measures the “closeness” of these predictions to 
reality, and then adjusts the weights it uses to narrow the distance be
tween predictions and reality. In this way, a neural network can learn as 
it is fed more data. It is called “deep” learning because the program 
automatically generates multiple nets as layers of abstractions of the 
data to identify patterns.1 

While recent interest in AI is driven by machine learning, computer 
scientists and philosophers have emphasized the feasibility of a true 
artificial general intelligence that equals or exceeds human intelligence, 

also known as AGI (Artificial General Intelligence). The promise of AGI 
has been around at least since the 1950s. The first AI conference was 
held at Dartmouth College in 1956. In 1965, Nobel laureate Herbert 
Simon famously quipped that “machines will be capable, within 20 years 
of doing any work a man can do.” However, progress in AGI has come 
slowly, including the distinct period of an “AGI winter” from 1974 to 
1987, when progress slowed, and funding decreased. In recent years, 
interest in AGI has seen a resurgence in the wake of developments in 
machine learning. More recently, a Large Language Model (LLM) has 
been launched by Microsoft’s OpenAI. ChatGPT (Generative Pre-Trained 
Transformer) is autoregressive and uses deep learning to reproduce and 
refine human text on demand. This is the closest technological progress 
has come to AGI, though it has raised new ethical challenges, particu
larly concerning the boundaries (and relationship) between humans and 
machines. 

1.2. Opportunities and challenges coming from AI 

As AI continues to evolve and find its way into a wide variety of 
applications, such as the proliferation of new and free goods including 
search engines or social media, AI will generate welfare. Currently, 
however, AI’s economic value is not well-captured in our current na
tional accounts. To this end, Brynjolfsson et al. (2019) propose a new 
metric called GDP–B, which quantifies the benefits of digital goods and 
services rather than their costs. Through a series of choice experiments, 
they estimate consumers’ willingness-to-pay for free digital goods and 
services. For example, the welfare gains from Facebook would have 
added between 0.05 and 0.11 percentage points per year to growth in US 
GDP. These are significant changes, especially considering that Face
book is just one product in the digital economy. 

However, for society to benefit from the impact of AI, governance of 
AI is essential. Acemoglu (2021) argues that only by carefully managing 
the development and impact of AI will society benefit from it. He 
identifies several challenges. One such challenge is the collection and 
control of data. Examples include privacy violation, unfair competition 
through unequal access to data, and behavioral manipulation by 
machine-learning algorithms that enable companies to identify and 
exploit biases and vulnerabilities among consumers. Another challenge 
is related to the impact of AI on communication in society and 

☆ This paper is the Introduction to the Special Issue on The Governance of AI.  
1 Dean (2019) summarizes the evolution of deep learning. Key ideas and algorithms underlying deep learning have been around since the 1960s. At that time, 

though, computers were not powerful enough to allow this approach to work on anything but small problems. It was not until around 2012, after decades of 
computational performance improvements driven by Moore’s Law, that computers finally started to become powerful enough to train large neural networks on 
realistic, real-world problems. 
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democracy. Of particular concern here are echo chambers in social 
media that propagate false information and polarize society, or the 
ability of governments to closely monitor dissent through AI. The final 
challenge is the impact of AI on work, including AI’s potential to auto
mate instead of augment workers or to monopolize worker information 
and excessively monitor workers. 

Arguably, another significant challenge for the future of innovation 
and the generation of original knowledge is the regulation of the 
boundary between human and artificial intellectual property rights. 
Recently, the Authors Guild, a prominent organization representing 
writers in the US, has initiated a class-action lawsuit against OpenAI, 
claiming, among other things, direct copyright infringement for using 
code, intellectual and artistic work to train generative AI, in addition to 
unfair competition and unjust enrichment for not paying copyright fees. 
While the US Court of Justice seems so far inclined to protect human 
authorship as a ‘bedrock requirement of copyright’, therefore ruling out 
that AI-generated art can be copyrighted, this might become a slippery 
slope. 

AI’s potential cannot be realized without a proper understanding and 
management of these challenges. Mokyr (2005) further highlights the 
importance of this point in a historical perspective. He argues that sus
tained economic growth after the onset of the Industrial Revolution 
around 1750 was not solely due to the specific inventions made, but also 
facilitated by our understanding and management of these inventions. 
While there was also economic growth before 1750 from inventions such 
as gunpowder, spectacles, or the mechanical clock, this growth was not 
sustained because of a lack of understanding and management of these 
technologies. This changed after 1750 when markets and institutions 
became more supportive of sustaining inventions from the Industrial 
Revolution such as steam power, electricity, combustion engines, rail
roads and air travel, or telephones. Similarly, over the past four decades 
scientific research has progressed to a better understanding of digital 
computing and its impact on society. But looking ahead, how much do 
we understand the societal consequences of AI? And what are the main 
directions lying ahead for the governance of AI to make sure that these 
consequences are beneficial, sustainable and just? 

This special issue aims to contribute to answering these questions. 
The remainder of this article summarizes the articles within this special 
issue, while embedding them in the recent literature. Section I discusses 
the recent progress in our knowledge of the development and adoption 
of AI. Section II turns to the impact of AI on work. Finally, Section III 
focusses on the governance of data. 

2. Development and adoption of AI 

2.1. Development of AI 

The recent development of AI can have a large impact on the econ
omy by serving as a new General-Purpose Technology (GPT). Cockburn 
et al. (2019) argue that deep learning may have an even larger impact by 
also serving as an “Invention in the Method of Invention” (IMI). What 
sets IMIs apart from GPTs is that IMIs can also reshape the nature of the 
innovation process and the organization of R&D itself. On the one hand, 
deep learning may be able to substantially “automate discovery” across 
many domains where classification and prediction tasks play an 
important role. On the other, deep learning may also “expand the 
playbook” in the sense of presenting the set of problems that can be 
feasibly addressed. 

Previous IMIs help illustrate their importance. For example, the in
vention of optical lenses had important and direct economic impact on 
applications such as spectacles. But optical lenses in the form of mi
croscopes, invented in the 17th century, also had enormous and long- 
lasting indirect effects on the progress of science: by making very 
small objects visible for the first time, microscopes created the field of 
micro-biology. Today, deep learning enables us to better understand 
genomes, thereby progressing the fields of molecular biology and 

genetics. 
In this special issue, Bianchini et al. (2022) look at the adoption of 

Neural Network and AI in the domain of scientific research and extend 
the IMIs by proposing the concept of emerging general method of invention. 
The role of AI in scientific research is empirically shown to align to the 
characteristics of an emerging technology, that is: 

“[a] radically novel and relatively fast-growing technology charac
terized by a certain degree of coherence persisting over time and 
with the potential to exert a considerable impact on the socio- 
economic domain(s) which is observed in terms of the composition 
of actors, institutions and patterns of interactions among those, along 
with the associated knowledge production processes. Its most 
prominent impact, however, lies in the future and so in the emer
gence phase is still somewhat uncertain and ambiguous” _ (p.1828). 

(Rotolo et al., 2015) 

However, Bianchini et al. (2022) also find that AI has not yet been 
able to expand the re-combinatorial element of scientific discovery that 
makes it possible for scientific research to create novelty by cross- 
fertilizing (very) diverse scientific domains, although it is already dis
playing its potential to expand scientific discovery within each scientific 
domain. In other words, AI in science is augmenting the intensive 
margin but not yet the extensive margin of knowledge production. 

In this context, policy and institutional responses will also be 
required if deep learning is to represent a meaningful IMI or an emerging 
general method of invention. An important policy challenge is that 
control, both in the form of physical exclusivity as well as in the form of 
formal intellectual property rights over tools and data, can shape both 
the level and direction of innovative activity. If there are increasing 
returns to scale or scope in data acquisition for researchers, it is possible 
that some will gain a long-lasting advantage over others merely through 
the control of data. Moreover, strong incentives for researchers to 
maintain data has the potential downside that data will not be shared, 
thus reducing the ability of all researchers to access large sets of data 
that would arise from public aggregation. We will explore these issues 
further in Section III. 

The importance of public policy in AI innovation is illustrated in this 
special issue by Mateos Garcia et al. (2024), who focus on the overall 
direction of AI research. Their starting point is that a myopic focus on 
short-term benefits could limit AI to technologies that turn out to be sub- 
optimal in the longer run. For this reason, it may be useful to preserve 
diversity in the AI trajectories. Using arXiv, a widely used pre-prints site, 
they identify 110,000 AI papers to estimate the thematic diversity of AI 
research. Their results show that diversity in AI research has stagnated 
in recent years, and that AI research involving private sector organisa
tions tends to be less diverse than research in academia. This appears to 
be driven by a small number of prolific and narrowly focused technology 
companies, while diversity in academia is bolstered by smaller in
stitutions and research groups. They also find that private sector AI re
searchers tend to specialize in data and computationally intensive deep- 
learning methods at the expense of research involving other AI methods 
and of research that considers the societal and ethical implications of AI 
or applies it in domains like health. In sum, their results suggest that 
there may be a rationale for policy action to prevent the premature 
narrowing of AI research that could reduce its societal benefits, despite 
the incentive, information and scale hurdles standing in the way of such 
interventions. 

2.2. Adoption of AI 

Acemoglu et al. (2022a) provide a comprehensive description of the 
adoption of automation technologies by US firms across all economic 
sectors by leveraging a new module introduced in the Census Bureau’s 
2019 Annual Business Survey (ABS). The module collects data from over 
300,000 firms on the use of five advanced technologies: AI, robotics, 
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dedicated equipment, specialized software, and cloud computing (which 
is often used in combination with one of the other four advanced tech
nologies). Overall, they find that the adoption of AI and robotics has 
remained relatively low. In particular, only 3.2 % of US firms currently 
use AI as part of their processes and methods and 2 % use robotics. 
Instead, 19.6 % of firms use dedicated equipment, 40.2 % use special
ized software, and 34 % use cloud computing. Still, half of US firms had 
used none of these advanced technologies by 2018. 

They also find considerable differences in the adoption of advanced 
technologies between sectors. For example, robotics remains highly 
concentrated in manufacturing, with 9 % of manufacturing firms using 
robots. Because these robot adopters are mainly large firms, 45 % of all 
manufacturing workers are exposed to this technology. Specialized 
software and cloud computing are used most, with penetration rates 
varying between 20 % and 60 % across all sectors of the economy. The 
use of dedicated equipment is also pervasive across sectors, but the 
fraction of firms in each sector using this technology is somewhat lower 
on average with a minimum of 10 % (in Finance, Insurance and Real 
Estate) and a maximum of 40 % (in Manufacturing). AI is also being 
adopted in all sectors of the economy, but adoption rates are still low on 
average, with the highest rates observed for Information (12 %), Pro
fessional Services (10 %), Finance, Insurance and Real Estate (7 %), and 
Health Care (5 %). 

Important differences in AI adoption also exist within sectors. First, 
larger firms are more likely to adopt AI. For example, 2.5 % of firms with 
employment below the median have adopted AI, in comparison to 5 % of 
the top 1 % largest firms (in terms of employment). Second, irrespective 
of firm’s size, younger firms are much more likely to adopt AI. For 
example, of all large firms in the 95th to 99th percentile of the firm size 
distribution, 7 % of firms in the youngest age-quartile have adopted AI, 
whereas only 3.5 % of firms in the oldest age-quartile have. The fact that 
AI adoption concentrates in larger and younger firms reflects that there 
are substantial costs and organizational barriers involved in adopting AI. 
The ABS module contains some questions to further examine these 
barriers to AI adoption, suggesting that the inapplicability of AI to the 
firm’s business and AI being too costly are the main reasons for not 
adopting AI. 

The ABS module also asks why firms adopt AI. Of all AI adopters, 80 
% (employment-weighted) report to have done so to improve the quality 
of their product or service, 65 % to upgrade existing processes, and 55 % 
to automate existing processes. The use of AI to automate existing pro
cesses could have important adverse consequences for workers (we will 
return to this question in the next section). Importantly, this use of AI is 
different from the reasons firms have in adopting other advanced tech
nologies: only 37 % of firms adopting dedicated equipment, 32 % of 
firms using specialized software, and 23 % of firms using cloud 
computing do so for the purpose of automating existing processes. The 
only exception is robotics, with 65 % of robot-adopters doing so to 
automate the workplace. In sum, just like robotics, current AI competes 
more intensively with workers than other advanced technologies. 

Similar insights exist for European countries, although survey de
signs and taxonomies of AI applications differ from the ABS module for 
the US. In 2020, Eurostat surveyed enterprises on their use of AI appli
cations. The survey excludes financial sector companies and micro- 
enterprises with fewer than 10 employees. Eurostat asked about the 
following four types of AI: those that analyze big data using machine 
learning; those that analyze big data using natural language processing; 
those that use chatbots; and those that use service robots. In 2020, 7 % of 
enterprises in the EU reported to be using one of those four types of AI. 
While 2 % of the enterprises used machine learning to analyze big data, 
1 % did so with the help of natural language processing. A chat service, 
in which a chatbot or virtual agent generated natural language replies to 
customers, was used in 2 % of the enterprises. The same proportion of 
enterprises, 2 %, used service robots. 

Among the EU Member States, Ireland recorded the highest share of 
enterprises (23 %) that used any of the four considered AI applications in 

2020. Other countries with widespread uptake of AI technologies were 
Malta (19 %), Finland (12 %) and Denmark (11 %). In contrast, less than 
10 % of enterprises used any of the four AI applications in 2020 in all 
other Member States. The lowest shares were recorded in Latvia (2 %), 
Slovenia, Hungary, Cyprus (3 % each) and Poland (4 %). 

Hoffmann and Nurski (2021) discuss the Eurostat as well as other 
surveys (including a less representative survey by the European Com
mission) in more detail. As in the US, they find that robots are concen
trated in manufacturing, while the adoption of other types of advanced 
technologies is higher in services such as finance, education, health, and 
social work. Within each of these sectors, larger firms are more likely to 
adopt AI, suggesting that there are substantial costs and organizational 
barriers involved in adopting AI also in Europe. Skills and financial 
constraints are the leading reported barriers, with about 80 % of en
terprises citing a lack of skills in their internal workforce and in the 
external labour market, as well as the high cost of buying the technology 
and adapting their operational processes to AI. 

More recently, Calvino and Fontanelli (2023) look at harmonized 
microdata from the AI diffuse project at the OECD2 and find that AI 
adoption is more widely diffused in large, young and professional ser
vices firms, with less financial barriers and more capacity for comple
mentary assets such as digital infrastructure and digital skills of the 
workforce. 

What are the enabling factors and complementary assets that firms 
rely upon for AI adoption to positively impact firm growth? On the basis 
of unique survey data of AI in (US) startups, in this special issue Bessen 
et al. (2022) look at AI adoption by specifically focusing on firm in
vestments in data training. Start-ups invest in developing new algo
rithms, among which are neural networks and ensemble learning, and 
the development of AI-enabled novel products. To do so, they need in
centives to invest in addition to mitigating their financial barriers. In 
line with the core of most of the innovation literature, Bessen et al. 
(2023) find that US startups invest in data training and are able to attract 
VC capital only when they can count on proprietary data, rather than 
publicly available data. While this result is not particularly surprising, it 
does raise important issues from the policy perspective. First, investment 
in data and data training is more likely to lead to market concentration, 
calling for a rethinking of competition policy in the context of digitali
zation (Furman et al., 2019). Second, not all types of data are intrinsi
cally subject to firm property rights, particularly when the collection 
and use of personal data are involved (Savona, 2020), as we will see in 
Section III. 

Also in this special issue, Igna and Venturini (2023) focus on the 
impact of AI adoption on firm performance across a large sample of 
European firms over the period 1995–2016. Drawing on patent data, 
and in line with most of the innovation literature, they show that the 
inventive success of firms in the AI realm strongly relies on path de
pendency, that is, on prior investments in Information and Communi
cation Technologies. They find high complementarity and learning 
spillover effects between investments in AI and the accumulated 
knowledge in data management, network and communication and, most 
recently, cognition and imaging. 

3. The impact of AI on work 

This section focusses on the opportunities and challenges from AI – 
and other emerging digital technologies - for labour markets. AI has the 
potential to increase productivity, employment, and wages. However, 
while in the four decades immediately after WWII technological prog
ress seemed to result in better outcomes for both high-paid as well as 
low-paid workers, a very different impact of technological progress 

2 The project has harmonized official micro survey data across 11 countries 
(Belgium, Denmark, France, Germany, Ireland, Israel, Italy, Japan, Korea, 
Portugal and Switzerland), which go beyond the US or EU only focus. 
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started to emerge in the 1980s, which was much less inclusive for low- 
paid work. 

Designing policies to tackle this challenge requires a proper under
standing of how technological progress has impacted on labour markets 
in the recent past, and how AI is likely to change our jobs in the future. 
Autor (2022) provides an overview of the recent opinions of the impact 
of digital technologies on labour markets. His starting point is the “task- 
based view of labour markets”, which has become the standard frame
work in the recent literature. 

The hypothesis put forward by this task-based view is that digital 
technologies can automate “routine tasks”. What makes a task routine is 
that it follows an explicit, fully specified set of rules and procedures. 
Consequently, routine tasks can in many cases be codified in computer 
software and executed by machines (e.g., robots to assemble a car, email 
to deliver messages). Conversely, “non-routine tasks” have historically 
been challenging to program because the explicit steps for accomplish
ing these tasks are often not formally known or they imply the use of 
tacit knowledge (Cowan et al., 2000; Foray and Steinmueller, 2003). 
Paradoxically, even though we cannot formally express non-routine 
tasks in an algorithm, many of these tasks are easy for humans to do. 
This is known as Polanyi’s paradox (“humans know more than they can 
tell”), named after 20th century philosopher Michael Polanyi and his 
argument that all our knowing is rooted in tacit knowledge. 

Goos et al. (2014) show that routine tasks are concentrated in 
middle-paid occupations (e.g., machine operators, office clerks), while 
non-routine tasks are concentrated in low-paid occupations (e.g., wait
ing tables in a restaurant, cleaning a room) and high-paid occupations 
(e.g., medical diagnosis, managing a team). Consequently, digital tech
nologies have decreased demand for middle-paid occupations, relative 
to low-paid and high-paid ones, resulting in a process of job polarization. 
They show that this is happening in the 16 (Western) European countries 
that they examined from 1993 to 2010, and similar evidence exists for 
the US (Acemoglu and Autor, 2011). 

Job polarization is linked to changes in relative wages and 
inequality. Acemoglu and Restrepo (2022) show that between 50 % and 
70 % of changes in the US wage structure over the last four decades are 
accounted for by relative wage declines of worker groups specialized in 
routine tasks in industries experiencing automation. Emerging literature 
also examines the impact of firm-level investments in automation rather 
than actual exposure or adoption of digital automation technologies - 
with the only exception of Prytkova et al. (2023) – on firm-level out
comes such as its labour share or occupational structure. In this light, 
based on French administrative and matched employer-employee data, 
Domini et al. (2022) in this special issue examine the impact of in
vestments in, and importantly also import of, AI-related goods on 
within-firm wage inequality. They find little evidence of spikes of in
vestment and import of AI-related goods having any impact on relative 
wages and gender-wage inequality within firms. The authors detect an 
effect that is driven mainly by new hirings rather than on incumbent 
workers, with little direct effect on gender wage-gap within firms. 

Looking ahead, AI is likely to fundamentally change the relationship 
between digital technologies, labour demand, and inequality. AI can be 
used to infer tacit relationships that need not be fully specified by un
derlying software because AI learns to perform tasks inductively by 
training on examples instead of by following explicit rules that are 
programmable. Basically, in the present AI-era, technology can readily 
acquire the tacit knowledge that programmers in the pre-AI era strug
gled to embed in computers. 

Consequently, many non-routine tasks done in both low-paid and 
high-paid occupations could be performed by AI in the future, resulting 
in very different changes in labour demand and inequality than we have 
seen over the past decades. For example, we might no longer see a 
process of job polarization but of stronger relative employment growth 
in high-paid occupations (if AI automates non-routine tasks in low-paid 
but not high-paid occupations) or of stronger relative employment 
growth in low-paid occupations (if AI automates non-routine tasks in 

high-paid but not low-paid occupations). 
Because of AI’s promise of a paradigm shift in our thinking about its 

impact on employment, wages and inequality, there is much uncertainty 
around AI’s implications for labour markets. The remainder of this 
section focusses on the following four questions:  

1. Which worker tasks will AI automate?  
2. Which new worker tasks will emerge from AI?  
3. What will be the impact of AI on workers?  
4. What will be the impact of AI on working conditions? 

3.1. Which worker tasks will AI automate? 

While earlier digital technologies automated occupations intensive 
in doing routine tasks (e.g., machine operators, office clerks), machine 
learning as a prediction technology has the potential of also automating 
various non-routine tasks across a wide range of occupations. To study 
this question, small but rapidly growing literature has emerged that 
applies a task approach to analyze the impacts of AI adoption on 
different occupations (Acemoglu et al., 2022b, Brynjolfsson et al., 2019, 
Felten et al., 2019, Webb, 2020). Although these studies use the task 
framework generally, they do not start from the premise that AI can only 
do a given set of tasks. Instead, they rely on various innovative ways to 
determine which tasks AI can(not) automate. 

Webb (2020) offers one example. He uses Natural Language Pro
cessing (NLP) algorithms that exploit the overlap between the text of job 
task descriptions and the text of patents to develop a new method for 
identifying which tasks can be automated by any technology. This al
lows him to construct a measure of the “exposure” of occupations to that 
technology. For example, a doctor’s job description includes the task 
“diagnose a patient’s condition”. An NLP algorithm then extracts the 
verb-noun pairs from this task, being “diagnose condition”. The algo
rithm then quantifies the same verb-noun pairs in a different corpus of 
patents to identify whether any technology could automate a doctor’s 
job. 

Using this approach, Webb (2020) first examines the impact of two 
previous types of digital technologies: traditional software and robots. 
For software, exposure is decreasing with education, with individuals in 
middle-wage occupations being most exposed. Men are much more 
exposed to software than women, reflecting the fact that women have 
historically clustered in occupations requiring complex interpersonal 
tasks which software has not been capable of doing. For robots, in
dividuals with less than a high-school education and men under age 30 
are most exposed, consistent with robots’ substituting for middle-paid 
manufacturing jobs. By and large, these results are consistent with the 
literature on job polarization, which has found that digital technologies 
reduced demand for routine middle-wage jobs while increasing it for 
non-routine low- and high-wage jobs between 1980 and 2010. 

Webb (2020) then turns to the impact of AI on the demand for oc
cupations. In contrast to traditional software and robots, AI performs 
tasks that involve detecting patterns, making judgments, and optimi
zation. Most-exposed occupations include clinical laboratory techni
cians, chemical engineers, optometrists, and power plant operators. 
More generally, high-skilled occupations are most exposed to AI. There 
is also a small proportion of low-skilled jobs that are highly exposed to 
AI. Examples are production jobs that involve inspection and quality 
control. In sum, the impact of AI on labour markets is likely to be very 
different from previous advances in digital technologies. This suggests a 
paradigm shift in our thinking about AI’s potential to automate worker 
tasks. 

Savona et al. (2022) look at a large pool of technical and engineering 
papers describing the ideation, design and prototype development of 
digital automation technologies, specifically Robots, AI, Data Manage
ment and Data Acquisition. They uncover how these technologies are 
designed for different sectors and tasks and summarise the narratives on 
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how human-machine interactions develop to substitute or complement 
humans across routinized and non-routinized tasks. Emerging digital 
automation technologies, even within the same family, are intrinsically 
heterogeneous in their design and the tasks they can execute, though the 
number of sectors that are exposed to them is still relatively limited. 
Data-intensive technologies are more pervasive in services and com
plementary to human activities, while robots and AI prevail in the 
manufacturing sectors, with comparatively less interaction with 
humans. 

3.2. Which new worker tasks will emerge from AI? 

If the set of tasks were static, automation by AI would crowd workers 
into an ever-narrowing subset of tasks, perhaps finally making human 
labour altogether obsolete if AI would evolve into a state of AGI. How
ever, it is more likely that even AGI will create many new jobs for 
workers. 

Nevertheless, very little is known about how many new jobs any type 
of technological progress (including AI) creates. To answer this ques
tion, Autor et al. (2022) exploit the emergence of new job titles in the US 
Census Bureau’s occupational descriptions that survey respondents in 
their Census forms. Their analyses show that, irrespective of whether a 
new job is created because of technological progress or some other 
reason, new work is quantitatively important. They estimate that more 
than 60 % of US employment in 2018 was in occupations that did not 
exist in 1940. Examples of new occupational titles are “fingernail tech
nician”, which was added in 2000, and “solar photovoltaic electrician”, 
which was added in 2018. 

Regarding the nature of new work, they find that between 1940 and 
1980 most new work that employed non-college workers was found in 
middle-skilled occupations. After 1980, however, the locus of new work 
creation for non-college workers shifted away from these middle-tier 
occupations and moved toward traditionally lower-paid personal ser
vices. Conversely, employing new, college-educated workers became 
increasingly concentrated in professional, technical, and managerial 
occupations. In combination, these patterns indicate that new work 
creation polarized after 1980, mirroring (and in part driving) aggregate 
job polarization. 

To further explain the origins of new job titles, and the role of 
technological progress, Autor et al. (2022) follow a procedure like Webb 
(2020) by examining patent data using NLP. Unlike Webb (2020), 
however, they instructed their NLP algorithm to look for text that in
dicates augmentation instead of automation of worker tasks. For 
example, in 1998, the U.S. Patent and Trademark Office (USPTO) 
granted a patent for a “method of strengthening and repairing finger
nails”. Their algorithm links this patent to the occupational title 
“fingernail technician”, which the Census Bureau added in 2000. Simi
larly, their algorithm links the 2014 patent “systems for highly efficient 
solar power conversion” to the occupational title of “solar photovoltaic 
electrician”, which was added in 2018. In sum, Autor et al. (2022) show 
that new technologies are an important driver for the creation of new 
work. 

Autor et al. (2022) also instruct their NLP algorithm to look for text 
in patents that indicate a new technology’s potential to automate 
(instead of augment) worker tasks. For example, the introduction of 
photocopying in part automated the jobs of office clerks. Moreover, they 
find that technology has not been able to augment the job of office clerks 
in the same way, leading to a net decrease in labour demand and 
employment for this occupation. Conversely, in other occupations, such 
as mechanical engineers or operations research analysts, augmentation 
has been more important than automation, resulting in an increase of 
employment in these occupations. Interestingly, they also show that 
occupations are either simultaneously exposed to both augmentation as 
well as automation, or not exposed to any technology at all. 

Prytkova et al. (2023) offer a novel methodological framework based 
on NLP to estimate industrial and occupational exposure scores to 

emerging Science, Technology and Innovation area, distinguishing be
tween user and producer industries. They rely on over 190,000 novel 
patents mapped into clusters of over 500 emerging STIs, 271 (3-digit 
NACE) industries and 433 (4-digit) ISCO-08 tasks in 28 European 
countries from 2011 to 2019. They find that occupations that are more 
(less) exposed to emerging STIs are associated with increased 
(decreased) levels of employment between 2012 and 2019, with occu
pations mainly involving non-routine tasks being the top ones exposed. 
Interestingly, high occupational exposure in technology-producing sec
tors is associated with employment growth, while low exposure is 
associated with employment decline. Technology-user sectors show an 
opposite trend: the cluster of deep IT users reveals a decline in 
employment associated with exposure. 

In conclusion, while technology automates jobs, it also augments 
work and is an important driver of new job creation. Autor (2022) coins 
this double-sided impact of innovation on work “the race between 
automation and augmentation”. In occupations with declining 
(increasing) employment shares, this race is won by automation 
(augmentation). Better understanding this race gives policymakers 
important levers to seize the benefits from AI. For example, a race be
tween automation and augmentation of worker tasks implies that AI has 
the potential and can perhaps be steered toward more augmentation and 
less automation. 

The impact of technological progress, including AI, on work is 
characterized by competing forces of automation and augmentation of 
worker tasks. This is true even within narrowly defined occupations. The 
focus of researchers, as well as managers, entrepreneurs, and policy
makers, should therefore be not (just) on AI’s automation or augmen
tation potential, but also on job redesign. For example, Brynjolfsson 
et al. (2018) conjecture that machine learning will require a substantial 
redesign of tasks for concierges, credit authorizers, or brokerage clerks. 

In this special issue, Belloc et al. (2022) tackle the specific challenge 
of how to direct the governance of digital automation within workplaces 
to ensure an outcome of augmentation rather that replacement through 
automation. Interestingly, based on an evolutionary model that repre
sents workplace governance with different degrees of Employee Rep
resentations (ER), they find that automation risk is higher when the 
governance of workplaces does not allow for employee representation. 
When, instead, workplaces incorporate ER, it is possible to steer job 
design toward higher augmentation and lower automation. Their paper 
also offers an empirical test of the model, based on a large sample of 
European workers, and concludes that it is crucial for labour market 
policies to be sensitive to the socio-institutional aspects that might steer 
the directions of technical change toward positive synergies between 
humans and machines. Involving workers in the co-design of jobs is 
determinant. More generally, it is argued that the future of work as a 
result of the adoption of digital automation technologies should be un
derstood not only in terms of technological adoption, and task redefi
nition, but also in terms of organizational choices and institutional 
settings, which can be more or less ER friendly. Arguably, as pointed out 
by Belloc et al. (2022), the effectiveness of ER in the context of a fast- 
changing technological landscape might be reduced by the emergence 
of alternative work arrangements and self-employment (Ciarli et al., 
2018; Ciarli et al., 2020). 

This line of research can be further developed both theoretically and 
empirically to understand the role that industrial relations can play at 
the firm and national level to steer the impact of AI on labour toward 
augmentation rather than job displacement. 

3.3. What will be the impact of AI on workers? 

3.3.1. Worker skills 
The need for job redesign highlights the need for on-the-job re-skil

ling by workers. Using the new module introduced in the US Census 
Bureau ’s 2019 Annual Business Survey (ABS), which we discussed in the 
previous section, Acemoglu et al. (2022) examine firms’ self-assessment 
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of the effects of AI on their demand for workers’ skills. Half of AI 
adopters report that advanced technologies increase their skill demands, 
while almost no firms report a reduction. This self-reported increase in 
firms’ skill requirements when they adopt AI explains part of the well- 
known skills gap and highlights the importance of on-the-job in
vestments in worker skills. 

Genz et al. (2021) provide similar evidence for Germany. They 
examine how German workers adjust to firms’ investments in new 
digital technologies, including AI, augmented reality, or 3D printing. To 
do this they collected novel data that links survey information on firms’ 
technology adoption to administrative social security data for Germany. 
They then compare technology adopters relative to non-adopters. While 
they find little evidence that AI affected the number of jobs, the absence 
of an overall employment effect masks substantial heterogeneity across 
workers. They find that workers with vocational training receive more 
benefit than workers with a college degree. One explanation might be 
that AI augments vocational work more than it augments tasks done by 
college workers. Another explanation is that Germany’s traditionally 
strong vocational training system (76 % of all workers completed 
vocational education) provides an abundance of specialized skills that 
directs the development and adoption of AI toward making use of (and 
thereby augmenting) vocational skills. 

3.3.2. Worker mobility 
Some workers will be displaced from their jobs because AI automates 

much more than it augments the tasks they do. Job displacement is 
costly for those made redundant, and it could be disruptive for the la
bour market more generally. These adjustment costs and disruptions are 
characteristic of previous episodes of technological change. And given 
the speed with which AI is evolving, they may become particularly 
acute. However, very little is known about the transition of workers who 
are displaced from their jobs. 

One exception is Bessen et al. (2023). Using Dutch administrative 
data, they examine what happens to workers made redundant when 
their firm invests in the automation of its existing procedures. They find 
that the expected annual income loss across all workers before their firm 
adopts automation technologies accumulates to 9 % of one year’s 
earnings after 5 years. They also show that this annual income loss is 
driven by spells of unemployment within a year (rather than, for 
example, quickly moving into lower paid jobs), with unemployment 
benefits only insuring partially against their income losses. These 
adverse impacts of automation are larger in smaller firms and for older 
and middle-educated workers. In sum, their results suggest that there are 
substantial adjustment costs for displaced workers, and that these 
adjustment costs are only partially offset by unemployment insurance. 

Another exception is Feigenbaum and Gross (2022), who examine 
the introduction of mechanical switching in operating telephone calls 
that took place in half of all US states between 1920 and 1940. They 
study adjustments in the labour market for young female telephone 
operators, one of women’s main occupations at the time. They find that 
telephone operators were significantly less likely to still be working as 
operators ten years after their state’s cutover to mechanical switching. 
While some found other jobs in the telephone industry, others (espe
cially older workers) left the workforce, and those who remained 
employed were more likely to have switched to lower-paying occupa
tions. They also find that automation of telephone operating did not 
decrease overall demand for young women in their local labour markets. 
After automation, young women were less likely to become telephone 
operators but entered different jobs such as middle-skilled clerical and 
lower-skilled service occupations (mainly typists and waitresses). 

3.3.3. Algorithmic hiring of workers 
During the past decade, many firms transformed their hiring prac

tices. While the central goal of hiring remains the same, the set of tools 
available has changed, primarily due to innovations in AI. AI can screen 
résumés on a massive scale to discard applicants that are likely to be a 

poor fit; it can then put the remaining candidates through assessments to 
further narrow the list of suitable candidates. For many firms, only at the 
later stages of the process do humans enter the picture: final interviews, 
negotiations, and convincing a candidate to accept an offer remain 
important tasks for HR professionals. 

Li et al. (2020) examine biases in algorithmic hiring. They find that 
firms hiring workers must balance “exploitation” (selecting job appli
cants from groups with proven track records) with “exploration” 
(selecting job applicants from under-represented groups to learn about 
quality). They show that a learning algorithm that screens résumés and 
values both exploitation but also exploration improves the quality of 
candidates selected for an interview, while also increasing demographic 
diversity. Their results highlight the importance of incorporating AI in 
hiring processes to make them both more efficient and equitable. 

In this special issue Fumagalli et al. (2022) use a novel approach to 
examine biases in algorithmic recruitment and the effects on labour 
markets and workers’ welfare. They focus on the perception of workers 
rather than that of employers by using algorithmic recruitment to save 
costs or improve accuracy in the evaluation of workers’ task perfor
mance. The authors carry out two incentivized experiments to show 
whether workers prefer algorithmic or human assessment in the 
recruiting process. Interestingly, human recruiters are found to be more 
error-prone and less consistent in task performance evaluation, while 
putting more weight on personal characteristics. Hence, high performers 
prefer algorithmic assessment, while lower task performers prefer 
human evaluation. Another intriguing finding is that preferences for 
human assessment are dictated by suggestive evidence of gender bias in 
evaluations performed by machines versus humans. 

Fumagalli et al. (2022) add to several ongoing debates, which go 
beyond potential biases in assessment, and touch the more general issue 
of increasing machine-led surveillance of workers’ performance, 
particularly platform workers (Baiocco et al., 2022) and the personal 
data regulation issues that this entails (Adams-Prassl, 2019). 

A further line of research that we hope this work can inspire is the 
extent to which algorithmic recruitment can (or cannot) properly eval
uate ‘soft skills’ in a context where these seem to become more impor
tant, particularly in public and social services and for workers at the 
bottom of the skills and wage distribution (Aghion et al., 2022). 

In summary, arguably the issue of biases in recruitment and the 
workers’ perception is a crucial one, that needs careful address in the 
future, both at the workplace level and the national institutional level. 

3.4. What will be the impact of AI on working conditions? 

Wood (2021) discusses the prevalence of algorithmic management of 
workplaces. Algorithmic management relies on data collection and 
surveillance of workers to manage workforces in an automated way. A 
well-known example is online labour platforms (see Fernandez Macias 
et al., 2023 for a comprehensive review). These platforms enable 
workers to choose the clients and jobs they take, how they carry out 
these jobs, and the rates they charge to do them. However, to varying 
degrees, workers’ ability to make these choices is strongly shaped by 
platform rules and design features. Increasingly, algorithmic manage
ment is also being used in other settings, such as in warehouses, retail, 
manufacturing, marketing, consultancy, banking, hotels, call centres, 
and among journalists, lawyers, and the police. Wood (2021) summa
rizes several detailed case studies from these sectors. 

Increasing attention has been devoted to a particular segment of 
labour markets, that of platform and online workers, or gig workers, as 
they are usually referred to (Fernandez-Macias et al., 2023). This 
attention is due to these types of workers being particularly vulnerable 
to phenomena such as algorithmic surveillance, as mentioned earlier, 
precarity of their non-standard work arrangements (Ciarli et al., 2020), 
punitive wage conditions, and lack of representation and protection, 
among other characteristics. Platform workers are service providers that 
deal directly with platform owners, which in turn enjoy significant 
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network economies and bear negligible transaction costs (Mansell and 
Steinmueller, 2020). 

In this special issue, Duch-Brown et al. (2022) focus on Online La
bour Markets (OLM), which is the ensemble of contractual terms and 
conditions designed and applied by employers on large platforms to 
their (online) employees. They look at the roots of OLM’s market power 
to rule, design features of workers’ tasks, their wages, and more 
generally, the characteristics of labour supply and demand elasticities. 
Their empirical analysis is based on matched data on about 500,000 
digital projects, about 200,000 hiring employers (labour demand) using 
the PeoplePerHour (PPH) platform across 180 countries and applica
tions by over 100,000 workers (labour supply) across the same coun
tries. Their estimation on labour demand and supply elasticities, in 
addition to market shares, confirm the strong and dimensionally large 
market power of the platform and its effect on wage settings of workers. 
However, when distinguishing between demand and supply respectively 
of AI and non-AI workers, they find a relatively scarce AI-skilled labour 
force, which enjoys a wage premium of over 3 % compared to the non-AI 
skilled digital workforce. 

Weil (2014) discusses the broader impact that algorithmic manage
ment has on business models and labour relations. He argues that firms 
can use information and communication technologies to erode the need 
for traditional employment relations. Since the 1980s, “lead companies” 
have shed their role as direct employers in favour of outsourcing work to 
smaller subcontractors or franchisees. Competition between these sub
contractors or franchisees implies that costs, including wages, are lower 
compared to when lead companies would directly employ these out
sourced workers. Weil (2014) refers to this as “the fissuring of work
places”. Because fissuring of workplaces mainly affects low-wage jobs, it 
has contributed to higher wage inequality and to increased occupational 
safety and health risks for workers in fissured jobs. A key enabler of 
fissured workplaces has been advances in information and communi
cation technologies, and recent developments in AI could enable lead 
companies and their shareholders to manage their labour supply chains 
even better through intelligent monitoring of outsourced workers. 

The issue of employment relations in the context of platform owners 
and workers, particularly in terms of the consequences of algorithmic 
management on workers and the opportunities to regulate it, is explored 
in this special issue by Rolf et al. (2022). In the context of the UK reg
ulatory framework of Social and Employment Protection (SEPs) and 
based on the case of the UK courier sector, the authors draw on socio- 
legal theories to unpack the challenges that platform workers face in 
the presence of regulatory voids. The case of the ‘self-employment plus’ 
is put forward as an example of how privatized social protection systems 
are being developed to fill such a void, with consequences of (further) 
weakening of platform workers protection. In the absence of a proper 
national and public regulatory framework, the authors argue, it is likely 
that the platform ecosystem sees regulatory oversight, diminished social 
protection, increases in the algorithmic managerial control and sur
veillance and productivity extractives practices exacerbated. 

The regulatory and governance implications of these findings can be 
summarized as follows. First, it is imperative to fill the regulatory void 
that still exists concerning platform workers and online labour markets. 
Second, worker representation and a stronger voice in the co-designing 
of digital projects and tasks, as well as bargaining power on re
munerations, should be facilitated. The authors of this article put for
ward several specific policy recommendations and the need to equalize 
standard and non-standard work arrangement already a few years ago in 
the context of the EC High Level Expert Group on the impact of digita
lization on European Labour Markets (European Commission, 2019). 
Some of these recommendations, such as the Digital Single Window for 
platform workers, have been explored further by European policy
makers, while others remain to be implemented. 

4. Data governance 

Economists of innovation have included investments in database 
among the innovation expenditures since the very first editions of the 
Oslo Manual (OECD, 1992).Investments in data collection, aggregation, 
analytics and data management skills are included among the intangible 
assets of firms (Corrado et al., 2009). Despite their large diversity, in
vestments in intangibles are argued to contribute to the knowledge- 
based capital in firms, including Research & Development (R&D), In
tellectual Property Rights (IPR), training, software, engineering and 
design, marketing and branding. More recently, intangibles and data
base have been increasingly considered in national accounts (OECD, 
2019b; Ahmad and van de Ven, 2018). 

Arguably, though, a theoretical grounding of the economic nature 
and the value of data, starting from personal data, is still lacking, despite 
some attempts (Acemoglu et al., 2022c) 

Personal data3 is a club good, excludable but not rivalrous (Savona, 
2019), as individuals might prevent the sharing and use of their personal 
information; though once released, data can be “used multiple times (e. 
g. in different contexts) without inherently diminishing their value. In 
principle, data can be exploited and re-exploited infinitely at low mar
ginal cost; it is data infrastructure and analytics that are the primary 
costs related to data re-use” (OECD, 2019a, p. 240). 

The economic nature of data changes along the data ‘value chain’. 
Firms invest in digital infrastructure and analytics, they collect, store 
and analyze databases and are granted property rights on it.4 Non- 
rivalry of shared data allows firms investing in database to benefit 
from economies of scale and network economies, as in the case of large 
platforms (Mansell and Steinmueller, 2020). While individual data is a 
club good, a database is a private good, excludable and rivalrous, and 
provides information that represents a comparative advantage for firms. 
Data analytics ensuing from aggregate information becomes knowledge, 
that is inherently a public good (Foray, 2004). Non-rivalry and network 
economies also allow public and non-profit institutions to harness social 
value from data, when the knowledge stemming from aggregating in
formation serves a public purpose. 

The literature on digital economics (see among others Goldfarb and 
Tucker, 2019) has looked at issues of privacy, exploring the boundaries 
of property rights to be attributed to data, from a firm and an antitrust 
perspective, considering data as an ‘essential facility’ (Tucker, 2019).5 

The changing economic nature of data along the data value chain 
makes the attribution of rights and the governance of data particularly 
challenging. From a policy perspective, one challenge is to reconcile 
objectives that are often at odds with each other: creating incentives for 

3 Personal data means any information relating to an identified or identifiable 
natural person (‘data subject’); an identifiable natural person is one who can be 
identified, directly or indirectly, in particular by reference to an identifier such 
as a name, an identification number, location data, an online identifier or to one 
or more factors specific to the physical, physiological, genetic, mental, eco
nomic, cultural or social identity of that natural person” (article 4(1), EU GDPR, 
2018).  

4 EU Directive 96/9/EC of 11 March 1996 recognizes the legal ownership of 
database to firms, with database property rights being a legal category imple
mented in that context.  

5 Westin (1968) had already defined privacy as “the claim of individuals, 
groups, or institutions to determine for themselves when, how and to what 
extent information about them is communicated to others” but also that “per
sonal information (…) should be defined as a property right, with all the re
straints on interference by public or private authorities (…) that our law of 
property has been so skillful in devising”. Nowadays, data protection laws focus 
on privacy safeguards; they do not imply active use rights (Specht and Zerbst, 
2018). In Europe, privacy is a fundamental right, equated to human dignity; it is 
inalienable and cannot be sold or traded (van Lieshout, 2015; Lynskey, 2015; 
Zander et al., 2019). However, firms can and have long been able to monetize 
personal data as they are granted property rights over database. 
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maximising data sharing for purposes of public interests, such as health, 
green mobility or research; capping private value concentration ensuing 
from (unintended or voluntary) data sharing, for instance to large 
platforms, while protecting individual privacy and other rights (Savona, 
2019, 2020). The European Commission has been at the forefront to 
resolve this policy conundrum in the context of the articulated regula
tory framework developed over the past few years, concerning B2B and 
B2G data sharing. The European regulatory framework on data is 
considered a benchmark worldwide, to the extent that several countries 
such as India, Canada, and some of the states in the US are adopting 
General Data Protection and AI regulations based on the EU model. 
Many steps have in fact been taken at the European level, including, 
among others, the recent Data Act (European Commission, 2023). One 
of the most distinctive features of the EU regulatory approach to data 
governance is the creation of incentives for data sharing. 

For instance, let us consider the EU Data Governance Act (DGA) 
(European Commission, 2022). The DGA explicitly aims to foster the 
“availability of data for use by increasing trust in data intermediaries and 
by strengthening data sharing mechanisms across the EU.” The main focus 
is in the creation of data markets by legitimising data intermediaries (i.e. 
data trusts, cooperatives, stewards, unions). Further, it aims to “make 
public sector data available for re-use (…) on altruistic ground.” 

When considering the economic nature of data, though, Some 
questions arise (Savona, 2020), that might have implications on the 
effectiveness of the regulation:  

- What is the minimum scale for data intermediaries that manages 
individual data for altruistic purposes to be effective? Altruism and 
public interest, such as research, public health, and some public 
services, need a large-scale data sharing infrastructure (at least a 
minimum benchmark) to be effective. On the other hand, what is the 
maximum scale that we are to allow data intermediary services to 
avoid risks of value concentration, privacy leakages, and cyber se
curity, which we all know too well from the experience with large 
tech?  

- What ensures that data intermediaries or trustees that operate on a 
fiduciary basis on behalf of a group of individuals would have in
centives compatible with altruism? If this is not the case, then the 
risk is to shift from big tech to big trusts. These need to be necessarily 
capped in scale, limited to specific purposes and monitored by an 
independent, governing body that includes representatives from the 
relevant data subject constituencies (or relevant sector-level data) 
rather than a proliferation of small bottom-up data intermediaries in 
a fragmented market. 

Mahieu (2021) argues for the right to informational self-determination 
while trying to reconcile the right to privacy and that of property. A 
thorough reflection on the economic nature of data and the appropriate 
boundaries of property and privacy rights to tackle the asymmetries in 
data markets (i.e. due to different levels of digital literacy, access to 
information, regulatory and institutional capacity) is needed. Would a 
proliferation of data intermediaries ensure this? Or, rather, would a 
regulated public actor, monitored by an independent guarantor and 
representative of all the different constituencies and stakeholders in 
societies, achieve the objective of a just data governance? 

In this special issue, Graef and Prüfer (2021) propose a governance 
framework that allows data sharing, in the case of a B2B relationship, 
which is data sharing across data intensive firms, for the purpose of 
avoiding market tipping and market concentration. From a legal 
perspective, they claim that data sharing should be made mandatory and 
regulated through three potential models. The first model would be a 
fully centralized one, involving the creation of a European Data Sharing 
Agency that would enforce data sharing centrally; the second model 
would be fully decentralized, involving the setting of a Data Sharing 
Cooperation Board that oversees a network of National Competition 
Authorities (NCAs) that are demanded to enforce data sharing contracts; 

the third one would be a mixed model, with centralized and decentral
ized features of delegating investigation and decision making to national 
authorities and with an overseeing (EU) cross-national Data Sharing 
Agent that is competent in enforcement. 

However, as most data governance issues arise because they impinge 
upon the use of personal data or processed data that aggregates and 
anonymises personal and potentially sensitive information, it would be 
advisable that all relevant stakeholders are included in the decisions and 
possibly the design of data governance instruments. These include not 
only major private players, but also local governments and civil society. 
Making data available for the public interest through mandatory data 
sharing or creating incentives for data sharing that do not lower con
sumer and citizens’ protection is not an easy task. Arguably, data 
governance is one of the realms where the aid of citizen science (Beck 
et al., 2022) is particularly valuable. Participatory methods such as 
‘Citizen Juries’ are valuable instruments to inform and involve the 
public in understanding the main trade-offs of policy decisions con
cerning a just data governance. 

Gravey et al. (2023), for instance, look at the result of a sample of 
citizens deliberating and voting over a simulated trade policy inter
vention that concerned medical data sharing. Citizens considered that 
lowering trade barriers to cross-border data flows and facilitating in
ternational sharing of health and medical records might allow im
provements in digital health services, advances in medical treatments in 
areas that require the collection and analysis of high volumes of data, 
such as rare diseases, and facilitate innovations in health e.g. by phar
maceutical companies. However, such a decision might lead to sharing 
health data with countries with lower privacy and data protection 
standards than the UK, potentially resulting in privacy abuses, negative 
effects on those most at risk from this data being shared (such as those 
with long-term health conditions and refugees), the commercial 
profiling of consumers more generally. The deliberations have shown 
that citizens significantly rely on “independent experts”, but they also 
attached value to their personal records and were prone to share only 
when this entailed high returns in terms of social value. 

Arguably, a broader conceptualization, design and implementation 
of data governance, in a context where the use of AI is spreading at an 
unprecedented speed, is required and needs multidisciplinary expertise. 
This special issue hosts technological, economic and legal contributions 
to the governance of data and AI. The case of generative AI mentioned in 
the introduction is an example of the extent to which it is important to 
understand and predict the concerns that emerging digital automation 
technologies raise, some of these have been unprecedented in the history 
of other technological paradigms. For instance, never have the very 
entrepreneurs and innovators, owners of ‘too big to fail’ platforms, 
emphatically demanded regulatory intervention from governments to 
‘slow down’ the development of generative AI6. Neither have they 
explicitly expected a public body to identify and regulate undesirable 
effects such as fake news, misinformation and cyber security. It has 
never happened before that intellectual property protection, including 
copyright, was allegedly violated by a machine, or - on the contrary - 
attributed to an algorithm. This is an area of research that would deserve 
a substantial multidisciplinary effort to resolve the current pressing, and 
potentially increasing, challenges around data governance. 

5. Conclusions 

The design and implementation of digital industrial policy, partic
ulalry in a phase of pervasive digital transformation, requires the un
derstanding of how digitisation change the delivery of public and private 
services and directly affect the organization and structure of product and 
labour markets. Regarding labour markets, it is not only a matter of 

6 See “Pause Giant AI Experiments: An Open Letter (March 2023): https 
://futureoflife.org/open-letter/pause-giant-ai-experiments/. 

Editorial                                                                                                                                                                                                                                           

https://futureoflife.org/open-letter/pause-giant-ai-experiments/
https://futureoflife.org/open-letter/pause-giant-ai-experiments/


Research Policy 53 (2024) 104928

9

investing in new skills and anticipating the kind of occupations and tasks 
that digital technologies require; it is also important to understand how 
digitisation changes the very notion of creativity and the organization of 
work, while generating new power asymmetries and modifying working 
conditions, workers’ representation and the protection of acquired 
rights. 

In the context of ‘sustainable’ digital governance, ensuring an in
clusive governance of data becomes increasingly important. This will 
require redefining the boundaries of knowledge as a public good, the 
sustainable creation of incentives for data sharing and support to the 
development of collective intelligence in addition to the simple aggre
gation of information. Data is key and its economic nature makes the 
allocation of rights to the actors involved particularly challenging. One 
of the challenges of data governance is to reconcile often conflicting 
objectives: to create (and maintain) incentives to maximise data sharing 
for purposes of public interest, such as health or research; to limit the 
concentration of private value arising from (involuntary or voluntary) 
data collection and analytics; to protect individual privacy and other 
rights such as copyright in a context where human creativity (still) has a 
social value. 

Europe will also have to face the challenges of how to govern in
ternational digital trade. In this context, on the one hand, the structure 
of European regulations focusing on the protection of individual rights, 
and representing a global benchmark, must be preserved. On the other 
hand, the flow of international data transfers must be regulated to pre
serve EU fundamentals in a context of global geopolitical tensions. 

These reflections should be embedded in the context of a global AI 
regulation and digital governance. The EU, the US and China are 
adopting diverging regulatory frameworks, and the resulting regulatory 
fragmentation and asymmetries in data and AI governance, particularly 
when dealing with cross-border data flows or data sharing with different 
levels of data protection, should not offset the main objective of using AI 
to support a just digital transition. 
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